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کاربرد هوش مصنوعی برای برآورد ارزش اصلاحی مربوط به صفات رشد تحقيق هدف از اين 

بره که شامل جنس دام، سن  866برای اين منظور از رکوردهای مربوط به . کرمانی بودگوسفند

ها توسط  ابتدا اين داده. دشبود، استفاده ( ماهگی 3سن در )مادر، وزن تولد و وزن از شيرگيری 

مورد پيش پردازش  MATLABافزار  بررسی شد و سپس برای استفاده در نرم ASRemlافزار  نرم

مشخص شد که  ،های عصبی معماری مناسب برای شبکهروی های اوليه  پس از آزمايش. قرار گرفت

مدل به . نرون بود 6ماهگی  3نرون و برای وزن  3های لايه ورودی  برای وزن تولد تعداد نرون

بود  و الگوريتم مورد استفاده پس انتشار خطا( MLP)کار رفته در اين تحقيق پرسپترون چند لايه 

عنوان به درصد 67تفاده های مورد اس از کل داده. سازی مربعات خطا است که به دنبال حداقل

تا آموزش به برای تست در نظر گرفته شد  درصد 91به عنوان اعتبارسنجی و  درصد 91آموزش، 

در طی فرآيند آموزش مرتباً ميزان فراگيری شبکه توسط توابع هدف . نحو مطلوب انجام شود

ترين  و بيشترين خطا  ای مورد استفاده قرار گرفت که دارای کم سنجيده و در نهايت شبکه

نرون در لايه  8 متغير ورودی و تعداد 3لايه با  شبکه عصبی مصنوعی پرسپترون چند. همبستگی بود

شبکه عصبی چنين   و هموزن تولد  بينی ارزش اصلاحی توانايی پيش 63/7مخفی با ضريب همبستگی 

 67/7همبستگی  با ضريب نرون در لايه 3 و تعداد متغيير ورودی 6مصنوعی پرسپترون چندلايه با 

 بنابراين .ماهگی گوسفند نژاد کرمانی را دارا است 3وزن  بينی ارزش اصلاحی توانايی پيش

در  بينی صفات رشد شبکه عصبی مصنوعی توانايی خوبی برای پيش توان نتيجه گرفت که می

های اصلاحی تواند برای برآورد ارزشگوسفند کرمانی با سرعت و دقت قابل قبول دارد و می

   .تمام صفات در حيوانات اهلی استفاده شود
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نژاد گوسفند در ایران وجود دارد که با مناطق مختلف  29بالغ بر 

 Zamani et al. 2015; Khodabakhshzadeh et)اند سازگار شده

al. 2016 .) ترین نژادهای گوسفند  یکی از مهمگوسفند کرمانی

خوبی با شرایط محیطی خشن و نامطلوب بومی ایران است و به

قی کشور که عمدتا آب و هوای گرم و خشک قسمت جنوب شر

این . است غالب است و مراتع کم و کم کیفت هستند سازگار شده

با اندازه متوسط و ( گوشت و پشم)گوسفند دنبه دار دو منظوره 

 Mohammadabadi and Sattayi mokhtari)پشم سفید است 

در استان کرمان بسیاری از نیازهای مردم عشایر و و ( 2013

از این رو توجه به بحث  .کند پروران این استان را تأمین میدام

اصلاح نژاد این دام و بهبود شرایط محیطی و ژنتیکی گوسفند 

سزایی در تأمین بخشی از نیازهای دامی مردم  هکرمانی کمک ب

با کاهش تقاضای داخلی و خارجی برای پشم  .کرده است

شتی شناسایی ـ گو عنوان گوسفند پشمیکرمانی که به گوسفند

شود، نقش اقتصادی این محصول در مقابل سایر محصولات و  می

اکنون عمده  تر شده و تولید گوشت هم ویژه گوشت کم رنگهب

درآمد دامداران پرورش دهنده این نژاد را به خود اختصاص داده 

توان  از صفات اقتصادی مهمی که می (.Kargar et al. 2006)است 

منظور افزایش تولید ژاد گوسفند بهدر جهت انجام اصلاح ن

 :رشد است که عبارتند از ابط بتگیری کرد صفات مر گوشت اندازه

ماهگی که  3وزن  .ن تولد، سه، شش، نه و دوازده ماهگیاوزا

صفات جمله شود از  اغلب در این سن از شیرگیری انجام می

در این سن اثرات . رود تولیدی مهم در گوسفند به شمار می

توان این صفت را  می بر روی بره رو به کاهش است ومادری 

 Saatic) انتخاب  به حساب آورد هایمعیار ی ازعنوان یک به

گیری ساختارهای مختلف بدن، معیارهای خوبی  اندازه. (1999

چنین در توسعه  برای داوری خصوصیات گوشت هستند و هم

 ; Bose and Basu 1984)باشند  معیارهای مناسب انتخاب مفید می

Sharaby and Sulleiman 1987 .) دانستن وزن بدن گوسفند

های بهداشتی  ای، مراقبت ، تغذیه(انتخاب)دلایل اصلاح نژادی  به

و نظارت بر الگوی رشد ( تجویز آنتی بیوتیک و لیمینتیک و غیره)

توان  از طرفی وزن زنده بدن را می. بسیار حائز اهمیت است

ای با امکانات کم  ی نمود و در مزرعهبین سنجش بدن پیش  وسیله به

بینی بر اساس اندازه  کشی حیوانات، معادله پیش برای وزن

 .Bhattacharya et al)های بدن بسیار مفید خواهد بود  گیری

1984.) 

های شبکه عصبی مصنوعی در تحقیقات  های کاربردی مدل برنامه

د شیر، چربی بینی تولی مؤلفان اندکی برای پیش  وسیله علوم دامی به

های بدنی  بینی مقدار سلول پیش، (Salehi et al. 1998)و پروتئین 

بینی  و پیش( Whyte 2000)و محتوای چربی و پروتئین در شیر 

 .Khazaei et al) میزان تولید شیر و مقدار پروتئین و چربی شیر

 1، محاسبه ارزش اصلاحی گاوهای شیری نژاد هلشتاین(2008

، ارزیابی وضعیت فیزیولوژیکی (Shahinfar et al. 2012) ایران

 Vassileva and)گاوها نظیر فحلی، گوساله زایی و سلامت 

Radev. 2001 )جنینی   و آنالیز آزمایشگاهی توسعه(Wilkinson 

et al. 1996 )فواید شبکه عصبی مصنوعی برای . استگزارش شده

خوبی جهت تست شیردهی روزانه در بینی شیرواری به پیش

همچنین (. Kominakis 2002)است  بررسی شده 2وسفند چیوسگ

بندی  در تحقیقی کاربرد شبکه عصبی مصنوعی در شناسائی و طبقه

 سه نژاد گوسفند ایرانی شال، زندی و زل بررسی شد

(Mousavizade et al. 2009.)  در تحقیقی دیگر کاربرد شبکه

 DGATlهای ژن بینی و شناسائی ژنوتیپعصبی مصنوعی در پیش

از که ( Hosseinpour et al. 2009) در گاو هلشتاین بررسی شد

 .مدل پس انتشار برای طراحی و آموزش شبکه عصبی استفاده شد

های غیرخطی مختلف معماری .Ehret et al (2015) در پژوهشی

ها را برای های شبکه آزمون کردند تا توانایی آنعنوان ورودیرا به

های در گاو شیری با استفاده از داده بینی صفات شیرواریپیش

SNP های عصبی مصنوعی  در شبکه. مقیاس بزرگ ارزیابی کنند

به دانش قبلی از مسئله نیاز نیست و تنظیم و تطابق بین متغیرهای 

که  شود، بدون اینورودی و خروجی بدون هیچ فرضی انجام می

 از آنجاکه خروجی نرون. خطایی ایجاد شود ،با فرض نادرست

های های عصبی مصنوعی مانند مدل غیر خطی است، شبکه

های غیرخطی بین بنابراین، همبستگی. کنندعمل می یغیرخط

در حقیقت با . توانند پیدا کنندها را میها و خروجیورودی

توان نشان داد که پرسپترون چند لایه یک های ریاضی میروش

                                                           
1 Holstein 
2 Chios 
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ر جفت تواند بین ه مدل رگرسیونی عمومی است، یعنی می

مجموعه داده ارتباط را بررسی و در صورت وجود گزارش کند 

(Bahreini Behzadi and Aslaminejad 2010 .) در مقایسه با

تری برای های عصبی مصنوعی ابزار مناسب آنالیز رگرسیون، شبکه

 تر از آنالیز رگرسیون خطی چندگانه هستندبرآورد هستند و دقیق

(Njubi et al. 2010 .)ها در یک سیستم ترکیب وه، اگر مدلعلابه

تر از آنالیز رگرسیون  های عصبی مصنوعی شایسته شبکهشوند، 

های  اگرچه شبکه(. Njubi et al. 2010)خطی چندگانه هستند 

بندی در بینی و طبقه ای برای پیش طور گستردهعصبی مصنوعی به

شناسی،  های گوناگون مانند امور مالی، پزشکی، زمین عرصه

-هاند با این حال ب ندسی، فیزیک و زیست شناسی استفاده شدهمه

خصوص در پرورش  ها در اصلاح نژاد و به کارگیری از این شبکه

 Grzesiak et)است نشخوارکنندگان کوچک خیلی کم مطالعه شده

al. 2003; Sharma et al. 2006 ; Sharma et al. 2007 ; Gandhi 

et al. 2009 ; Ruhil et al. 2011 .)رغم این که در  از طرفی علی

گوسفند کرمانی مطالعات ژنتیک کمی و ملکولی زیادی صورت 

های عصبی  ای در زمینه شبکه ولی هیچ مطالعه ،گرفته است

از این رو، مطالعه . است مصنوعی روی این نژاد گزارش نشده

بینی  منظور توسعه شبکه عصبی مصنوعی برای پیش حاضر به

شد برای اولین بار در گوسفند کرمانی ارزش اصلاحی صفات ر

 .انجام شد

 

کرمانی که در این  انگوسفندای نامه ها و اطلاعات شجره داده

تحقیق مورد استفاده قرار گرفتند از پایگاه اصلاح نژادی گوسفند 

 .استآوری شدهجمع 1313-1323های کرمانی و در طی سال

ی بره 291نالیز شامل رکودهای های قابل دسترس برای آداده

، سن مادر، 1صفات مورد مطالعه شامل جنس دام .متولد شده بود

برآورد ارزش اصلاحی وزن  .ماهگی بود 3و وزن سن  2وزن تولد

 ASRemlافزار تولد و ارزش اصلاحی وزن سه ماهگی توسط نرم

از کل  .دشهای مورد مطالعه اضافه  صورت گرفت و به داده

 درصد 19های آموزش، عنوان داده ها بهدرصد از آن 10ها،  داده

                                                           
1 Sex 
2 Birth weight (BW) 

های اعتبارسنجی عنوان دادههم به درصد 19های تست و داده

 . استفاده شدند

 :صورت زیر بودبه ASRemlافزار  مدل مورد استفاده در نرم
 y=Xb+Zu+e 

ماتریس طرح برای اثرات ثابت،  Xبردار مشاهدات،  yکه در آن، 

b ابت، بردار اثرات ثZ  ،ماتریس طرح برای اثرات ژنتیکیu  بردار

 .     بردار خطا eاثرات ژنتیکی و 

 3مدل شبکه عصبی به کار رفته در این تحقیق پرسپترون چند لایه

(MLP) الگوریتم مورد استفاده در آن الگوریتم پس انتشار خطا  و

این الگوریتم همواره به دنبال . (Reed and Marks 1998) بود

هر شبکه عصبی از  ،بنابراین. است سازی مربعات خطا حداقل

 Haykin) کندپیروی می (1)معادله همانند   یک تابع خطایی

1999; Moradi et al. 2015). 

بیانگر مقدار  e و tدر لحظه  9مقدار آنی خطا t)(، (1) در رابطه

 .است هده شدهخطای مشا

هنگام طراحی یک شبکه باید پارامترهای ساختار شبکه، نوع 

های شبکه و تعداد  الگوریتم آموزش، نرخ یادگیری، تعداد لایه

ها در هر لایه و تعداد تکرارها برای هر الگو در خلال  نرون

آموزش با  MLPنوع آموزش در شبکه . قرار گیردآموزش مد نظر 

یری در آن، یادگیری پس از انتشار یا قانون یادگ و نظارت است

 .دلتای تعمیم یافته است

ها تا آن شدبندی ها و هدف مقیاس قبل از آموزش شبکه، ورودی

موجب بهبود عملکرد شبکه  تا در یک محدوده خاص قرار گیرند

 ،اما. ها وجود دارد سازی دادههای مختلفی برای نرمال روش. شود

های شبکه،  بندی ورودی قیاسهای معمول برای م یکی از روش

برای این منظور از . ها است استفاده از ماکزیمم و مینیمم داده

 .(Haykin 1999; Moradi et al. 2015)شد استفاده  (2)معادله 

 

 (2)معادله 
 

ترین مال شده، بزرگترتیب داده نرهب minو  xn، max که در آن

. ی قبل از نرمال شدن است داده  xترین داده بوده وداده و کوچک

                                                           
3 Multilayer perceptron 
4
 Error function 

5
 Instantaneous value of the error 

  هامواد و روش

2  (1)معادله   

2

1
)( et  
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های معمولی و نرمال شده،  در این تحقیق پس از به کارگیری داده

ویژه قابلیت ههای نرمال شده، عملکرد شبکه، ب د که دادهشمشاهده 

های  هدر این مطالعه از داد ،بنابراین. دهد تعمیم آن را افزایش می

 .دشنرمال شده استفاده 

های مختلفی داشته باشد اما تواند ساختار شبکه عصبی می

ای است که در این ترین روش استفاده از ساختار لایه متداول

پژوهش استفاده شد و شامل یک لایه ورودی، یک تا چند لایه 

در هر لایه تعدادی گره . میانی یا پنهان و یک لایه خروجی است

صورت  به( 1)طلاح زیستی نرون وجود دارد که در شکل یا به اص

های ورودی  سازی دادهپس از نرمال .استساده نشان داده شده

پس از ایجاد . نسبت به انتخاب معماری مناسب شبکه اقدام شد

بینی به های تحقیق دقت در پیش منظور بررسی فرضیه ها، به مدل

منظور از . گرفتقرار ها مورد استفاده  عنوان معیار عملکرد مدل

بینی شده و مقدار بینی میزان همبستگی میان مقدار پیشدقت پیش

شود  برآورد می MATLAB افزاراست که توسط خود نرمی واقع

های برآورد شده تا چه اندازه به  که بیانگر این است که خروجی

 .باشند های واقعی نزدیک می خروجی

ی مربوط به  ورودی در شبکههای لایه  در این پژوهش، تعداد نرون

 9و  9ماهگی  3ی مربوط به وزن در شبکه و نرون 3وزن تولد 

ای  کار ساده( پنهان)ی میانی  های لایه تعیین تعداد نرون. نرون بود

گیرد، به  تر با استفاده از سعی و خطا صورت مینیست و بیش

در واقع اگر تعداد . نحوی که عملکرد کلی شبکه بهبود یابد

های لایه میانی بیش از اندازه باشد شبکه به جای یادگیری،  ننرو

باید بین این دو تعادل برقرار شود تا  ،بنابراین. کند حفظ می

 10های مورد استفاده  از کل داده. عملکرد کلی شبکه بهبود یابد

 درصد 19برای اعتبارسنجی و  درصد 19عنوان آموزش، به درصد

در طی فرآیند یادگیری، مرتباً . دعنوان تست در نظر گرفته شبه

میزان فراگیری شبکه توسط توابع هدف سنجیده شده و در نهایت 

در  .ای مورد پذیرش قرار گرفت که دارای کمترین خطا بود شبکه

ها با مورد استفاده در این تحقیق دادهسیستم عصبی مصنوعی 

traingdتوابع آموزشی مختلفی از جمله 
trainlm و 1

مورد  2

بر  trainlm روشکه  (Beale et al. 2004) سی قرار گرفتبرر

                                                           
1
 Gradient descent 

2
 Levenberg-Marquardt back propagation 

  نتیجه (MSE) اساس ضریب همبستگی و میانگین مربعات خطا

ترین بهتری نسبت به سایر توابع آموزشی داشت چون بیش

 .را دارا بود MSEترین ضریب همبستگی و کم

 

ی ورودی  های ورودی در لایه بعد از مشخص شدن تعداد نرون

عصبی با تابع   مخفی بررسی شد و شبکه  ها در لایه عداد نرونت

با سه متغیر ورودی جنس، سن مادر و وزن تولد  trainlmآموزش 

نرون  19تا  1عنوان ارزش اصلاحی وزن تولد با و یک خروجی به

تکرار اجرا شد و بر اساس نتایج حاصل شده  21مخفی با  در لایه

عنوان نرون به 2تعداد است ههم نشان داده شد 2که در شکل 

که مشخص است ضریب  همانطور .ندمخفی انتخاب شد نرون لایه

نرون  19ی مخفی تا ها در لایهبراساس تعداد نرون (R)همبستگی 

ای است  رسم شده که بالاترین ضریب همبستگی متعلق به نقطه

  .(1جدول ) است مخفی نرون در لایه 2که شامل 

 

 

 

 
یه با شش متغیر ورودی و سه نرون در چند لا یمصنوع یشبکه عصب -1شکل 

 .لایه مخفی برای ارزش اصلاحی وزن سه ماهگی
 

 
 

 

  نتایج

 تعداد نرون لایه مخفی
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 .وزن تولد یشبکه عصب یبرا یهمبستگ یبو ضرا یونخطوط رگرس -2شکل 

 
 یعصب یها شبکه یجخلاصه نتا -1جدول 

های  تعداد نرون های آموزشی ضریب همبستگی داده های تست ضریب همبستگی داده

 لایه میانی

های لایه  تعداد نرون

 ورودی
 شبکه عصبی

 ارزش اصلاحی وزن تولد 3 2 0/ 9 13/0

 ماهگی  3ارزش اصلاحی وزن  9 3 93/0 0/ 1

 

اقدام به اجـرای  ، مخفی ی لایهها پس از مشخص شدن تعداد نرون

د که بهترین شـبکه  شنرون  2افزار با تعداد مجدد شبکه توسط نرم

نـرون در لایـه    3بینی ارزش اصلاحی وزن تولد شـامل  برای پیش

نرون در لایه مخفی  2ورودی یعنی جنس، سن مادر و وزن تولد، 

ین ا .تکرار بود 21از مجموع  11در تکرار  trainlmبا تابع آموزش 

هـای تسـت و    برای دادهدرصد  13شبکه دارای ضریب همبستگی 

نشـان داده   3های آموزش بـود کـه در شـکل     برای داده درصد  9

 .استشده

های آموزش، تست  در هنگام آموزش شبکه خطای مربوط به داده

 10که به مدت شود و زمانی گیری می و اعتبارسنجی مرتب اندازه

های انگین مربعات خطای دادهتکرار دیگر هیچ کاهشی در می

اگر این فرایند . شودآموزش متوقف می ،اعتبار سنجی دیده نشد

پردازد و ها میطی نشود شبکه به جای یادگیری به حفظ داده

ی میانگین مربعات خطا .گیرد بینی با دقت پایینی انجام میپیش

ار ولی از تکر ،رو به کاهش بود 11های اعتبار سنجی تا تکرار داده

 استند صعودی به خود گرفته به بعد اندکی ثابت و سپس رو 11

 11های اعتبار سنجی در تکرار میانگین مربعات خطای داده و

 .بود (0/ 009)درصد  0/ 9برابر 

شامل  ایبینی ارزش اصلاحی وزن سه ماهگی از شبکه برای پیش

شش ورودی جنس، سن مادر، وزن تولد، ارزش اصلاحی وزن 

 .استفاده شددر وزن سه ماهگی و وزن سه ماهگی تولد، سن 

مخفی   بهینه در لایه های دست آوردن تعداد نرونهسپس برای ب

 21ورودی با  نرون در لایه 9و  trainlmای با تابع آموزش  شبکه

  مخفی با توجه به شکل  نرون برای لایه 3تعداد . دشتکرار اجرا 

تعداد نرون لایه  پس از مشخص شدن .(1جدول ) دست آمدهب

نرون در لایه  9ای با مشخصات  مخفی اقدام به اجرای شبکه

نرون در لایه خروجی، دارای  یکنرون در لایه پنهان و  3ورودی، 

متوقف  11بکه در تکرار ش .تکرار شد 21 با trainlmتابع آموزش 

و ضریب  93/0های آموزش  شد و ضرایب همبستگی داده

دست آمد که حد قابل قبولی هب 0/ 1های تست  همبستگی داده

نشان داده  9بینی ارزش اصلاحی است که در شکل  برای پیش

 .استشده

های تست تا  داده MSE، استمشخص  (9)که در شکل همانطور

ولی پس از این تکرار دیگر رو به  ،رو به کاهش بوده 11تکرار 

ها  و وزن در اینجا فرایند آموزش متوقفلذا، . است کاهش نرفته

 0001/0ی  خطای گرادیان برای این شبکه در بازه .شوند ثابت می
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نشان داده شده، خطای  1که در شکل بود و همانطور یکتا 

بالا رفته ولی  دو بار 11های اعتبار سنجی تا تکرار  آموزش در داده

تکراری که داده شده بود مجددا آموزش ادامه یافت  10با فرصت 

رای بافزایش بیش از حد تکرارهای خطا دلیل به 11تا در تکرار 

 .بار متوالی، متوقف شد 10

 

 

 

 
 یشبکه دوم وزن سه ماهگ یآموزش و تست برا یها داده یهمبستگ یبنمودار ضرا - شکل 

 

 
 یماهگ 3دوم وزن آموزش و تست در شبکه  یها داده یبرا یهمبستگ یبضرا -9شکل 

 

 
 یماهگ 3شبکه دوم وزن  یبرا یاعتبار سنج یها نمودار عملکرد داده -9شکل 

 

ب همبستگی
ضری

 

 تعداد نرون لایه مخفی
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 یماهگ 3شبکه دوم وزن  یاعتبارسنج یابیو ارز یانگراد یخطا یمنحن -1شکل 

 

برای  (MLP) پرسپترون چند لایهدر این پژوهش از شبکه عصبی 

سه ماهگی گوسفند برآورد ارزش اصلاحی صفات وزن تولد و 

شبکه عصبی مصنوعی نتایج نشان داد که . کرمانی استفاده شد

نرون در لایه  2 متغیر ورودی و تعداد 3پرسپترون چندلایه با 

 بینی ارزش اصلاحی توانایی پیش 13/0مخفی با ضریب همبستگی 

لایه با  شبکه عصبی مصنوعی پرسپترون چندچنین  و هموزن تولد 

با ضریب همبستگی  نرون در لایه 3 تعدادو  متغییر ورودی 9

ماهگی گوسفند  3وزن  بینی ارزش اصلاحیتوانایی پیش 0/ 1

 .نژاد کرمانی را دارا است

از  یانتخاب، بعض ایبر یآمار یکژنت یها با توجه به روش

، یا طور گستردهقابل توجه بوده و به یشناس روش یها یبند دسته

 Verardi et)انتخاب  یها شاخص :است که عبارتند ازاستفاده شده

al. 2014)یبی ، روش انتخاب ترک(Ribeiro et al. 2013; Verardi 

et al. 2014)1، و روش
REML BLUP  (Ferreira et al. 2012) . با

 یاصلاح نژاد براو  یکژنت تواند در یم یدیوجود نمونه جد ینا

 یتصادف یها به کار گرفته شود که شامل روش یاهداف انتخاب

از شبکه عصبی مصنوعی   Gorgulu(2012) در پژوهشی .نباشد

روز گاو براون سویس استفاده  309بینی تولید شیر در  برای پیش

بینی شده با شبکه  که میانگین تولید پیش نمودکرد و مشاهده 

او ضریب . عصبی مصنوعی خیلی نزدیک به مقدار واقعی است

                                                           
1 Restricted maximum likelihood/best linear unbiased 

prediction 

از . ارش نمودرا برای شبکه عصبی گز 0/ 1-22/0همبستگی 

فرم رگرسیون غیرخطی با شبکه عصبی مصنوعی برای  9مقایسه 

 Bahreini Behzadi(2010) بینی صفات رشد گوسفند بلوچیپیش

and Aslaminejad  نتیجه گرفتند که شبکه عصبی مصنوعی نمودار

کند و های غیرخطی ایجاد میرشد توصیفی بهتری نسبت به مدل

 Bahreini Behzadi)این محققان  .دهدتری میپیش بینی دقیق

and Aslaminejad, 2010 )MSE  را برای شبکه عصبی  09/0برابر

. مصنوعی گزارش کردند که مشابه نتایج پژوهش حاضر است

مقایسه رگرسیون چندگانه و شبکه عصبی مصنوعی برای برآورد 

انجام   .Grzesiak et al(2003) روز توسط 309تولید شیر در 

و  22/0رتیب برایر تبه MSEها ضریب همبستگی و آن. است شده

را برای شبکه عصبی مصنوعی گزارش کردند که تأیید کننده  02/0

 .Ehret et al (2015) در پژوهشی. است این پژوهشنتایج 

های شبکه عنوان ورودیهای غیرخطی مختلف را بهمعماری

یرواری بینی صفات شها را برای پیشآزمون کردند تا توانایی آن

مقیاس بزرگ ارزیابی  SNPهای در گاو شیری با استفاده از داده

ها از الگوریتم پس انتشار تنظیم شده برای آموزش آن. کنند

های مشاهده استفاده کردند و از متوسط همبستگی بین فنوتیپ

بینی استفاده بینی شده برای ارزیابی توانایی پیششده و پیش

های عصبی مصنوعی گرفتند که شبکهنتیجه  این محققان. کردند

های ژنومی غیرخطی در بینی هایی قدرتمند برای پیشماشین

نشان  ات مختلفنتایج حاصل از تحقیق. اصلاح نژاد دام هستند

برای محاسبه ارزش اصلاحی  MLPدهد که شبکه عصبی  می

  بحث
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 Shahinfar) 92/0گاوهای شیری نژاد هلشتاین ایران با همبستگی 

et al. 2012)بینی تولید شیر، چربی و پروتئین ، در پیش (Ruhi et 

al. 2011) ،بینی و مشخص کردن ارزش لاشه در گاو  در پیش

 .Salehi et al)گوشتی با استفاده از اطلاعات پیش از کشتار 

1998; Brethour 1994)، تخمین شیرواری بر پایه  برای

 Runil et) درصد 20ماه ابتدایی با ضریب اطمینان  9رکوردهای 

al. 2011)، بینی میزان تولید شیر و مقدار پروتئین و چربی  پیش

و در تخمین ( Khazaei et al. 2008) درصد 9 شیر با همبستگی 

 Kominakis) درصد 92تولید شیر نژاد کاران فریز هندی با دقت 

شبکه در این پژوهش نیز نشان داده شد که . کاربرد دارد( 2002

برآورد ارزش اصلاحی صفات رشد پتانسیل ( MLP)عصبی 

توان گفت نتایج به دست آمده با  می ،پس .گوسفند کرمانی را دارد

 .Benavides et al. 2003; Ruhil et al) نتایج تحقیقات انجام شده

2011; Craninx et al. 2008; Salehi et al. 1998; Hosseinpour 

et al. 2009; Whyte 2000; Brethour 1994; Shahinfar et al. 

2012; Khazaei et al. 2008; Kominakis 2002) شبکه  در زمینه

 .استسو  هم عصبی مصنوعی در علوم دامی

 گیری کلی نتیجه

و  لایه مخفی یکمتغیر ورودی،  3با  MLPشبکه عصبی مصنوعی 

بـا   trainlmیـا   lmنرون در لایه مخفی و تـابع آمـوزش    2 تعداد

ارزش  قابـل قبـولی از   بینـی  ش، توانایی پی12/0ضریب همبستگی 

همچنـین   .اصلاحی وزن تولد گوسفند نـژاد کرمـانی را دارا اسـت   

لایه مخفی،  یکمتغییر ورودی،  9با  MLPشبکه عصبی مصنوعی 

نورون در لایه مخفـی و   3 تانژانت سیگموئید و تعداد تابع محرک

، توانـایی  0/ 1با ضریب همبسـتگی   trainlmیا  lmتابع آموزش 

مـاهگی گوسـفند    3ارزش اصـلاحی وزن   قابل قبولی از بینی پیش

ارزش اصــلاحی وزن تولــد افــزودن  .نــژاد کرمــانی را دارا اســت

بینـی ارزش   عنوان متغیر ورودی بـه شـبکه عصـبی بـرای پـیش      به

ماهگی باعـث افـزایش دقـت در تخمـین ارزش      3اصلاحی وزن 

ت توان نتیجه گرف طور کلی میبه .شود ماهگی می 3اصلاحی وزن 

های عصبی مصـنوعی پتانسـیل بـرآورد ارزش اصـلاحی      که شبکه

ها را دارند و باید  وزن تولد و وزن سه ماهگی گوسفند و دیگر دام

های مختلف های معمول و مرسوم مقایسه شوند و از جنبهبا روش

هـا  هـا و یـا معایـب احتمـالی آن     مورد آزمون قرار گیرند تا مزیت

توانند به مـوازات یـا   فت که میتوان تصمیم گر همشخص شود و ب

هـای مـورد    افزارهای معمول برای برآورد ارزش به جای دیگر نرم

 .نظر جهت مقاصد اصلاح نژادی مورد استفاده قرار گیرند
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